4 The Jordan Canonical Form

The following subspaces are central for our treatment of the Jordan and
rational canonical forms of a linear transformation 7' : V — V.

DEFINITION 4.1
With mp = plil .. .pi’t as before and p = p;, b = b; for brevity, we define

Npp = Imp"1(T) N Kerp(T).

REMARK. In numerical examples, we will need to find a spanning family
for Nj,,. This is provided by Problem Sheet 1, Question 11(a): we saw
that if T: U — V and S : V — W are linear transformations, then If
Ker p"(T) = (uy, ..., u,), then

1

Nh,p = (ph_lub' . aph_ Un>,

where we have taken U = V = W and replaced S and T by p(T) and
p"~Y(T) respectively, so that ST = p(T). Also

dim(Im 7' N Ker S) = v(ST) — v(T).
Hence

Vhp = dim Nh,p
dim(Im p"~}(T) N Ker p(T))
v(p"(T)) — v(p" (1))

THEOREM 4.1
Nip 2 Nop 2o D Npp #{0} = Npp1p=---
PROOF. Successive containment follows from
Im L' O Tm L"

with L = p(T).
The fact that Ny, # {0} and that Ny;1, = {0} follows directly from
the formula
dim Ny, = v(p"(T)) — v(p" 1 (T)).

For simplicity, assume that p is linear, that is that p = x — ¢. The general
story (when degp > 1) is similar, but more complicated; it is delayed until
the next section.

Telescopic cancellation then gives
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THEOREM 4.2

VipTVop+ -t Vhp= V(pb(T)) =a,
where p® is the exact power of p dividing chr.
Consequently we have the decreasing sequence

Vip > 2p > 2 Ybp > 1.

EXAMPLE 4.1
Suppose T : V + V is a LT such that p*||mr, p = x — ¢ and

v(p(T)) =3,  v(p*(T)) =6,
8, = 10.

So
Kerp(T) C Kerp*(T) C Kerp*(T) € Kerp*(T) = Kerp®(T) = - --
Then

vip =3, vop=06—3=3,
V3p=8—6=2, vy, =10—8=2

SO
Nip = Nap D N3, = Nyyp # {0}

4.1 The Matthews’ dot diagram

We would represent the previous example as follows:

v4p Dots represent dimension:
V3p

V2 3+3+2+2=10
Vip =10=4+4+2

The conjugate partition of 10 is 4+4+2 (sum of column heights of diagram),
and this will soon tell us that there is a corresponding contribution to the
Jordan canonical form of this transformation, namely

J4(C) D J4(C) D JQ(C).
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In general,

Vb,p

height b

Vip

~—~
7 columns

and we label the conjugate partition by

€] = €3 2>t 2 €.

Finally, note that the total number of dots in the dot diagram is v(p®(T)),
by Theorem 4.2.
THEOREM 4.3

Jvy,...,v, € V such that

e1—1

eo—1
b V1,P v2,...,P

ey _11]7
form a basis for Kerp(T).

PROOF. Special case, but the construction is quite general.

choose a basis p3vy, pvy for Nyp

extend to a basis p3vi, pPus, pvs for No

Then p3v1, pPvg, pus is a basis for Ny, = Kerp(T).
THEOREM 4.4 (Secondary decomposition)

() |
mT,’Ui = pEZ

(ii)
Kerpb(T) =Crp @+ ® Crp,

PROOF.
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(i) We have p¥~1v; € Kerp(T), so p¥v; = 0 and hence mr,, | p®. Hence
My, = pf, where 0 < f < e;.

But p%~lu; # 0, as it is part of a basis. Hence f > e; and f = ¢; as
required.

(i) (a)
Cr.0; C Kerp®(T).

For p®wv; = 0 and so p®(fv;) =0 Vf € F[z]. Hence as e¢; < b,
we have

p*(fui) = p* % (p% foi) = p"~0 =0
and fv; € Kerp®(T). Consequently Cr,, C Kerp®(T) and hence

Crpy + -+ Crp, C Kerpb(T).

(b) We presently show that the subspaces Cry,, j = 1,...,7 are in-
dependent, so
v
dim(C’Tﬂ,l + -+ CT,U’y) = Z dim CT,vj
j=1
v v
= Zdeng’Uj = Zej
j=1 J=1
= v(p(T))
= dim Kerp®(T).
Hence

Kerp®(T) = Cra +---+ Crv,
= CT,Ul b---P CT,’U»Y'

The independence of the Cr,, is stated as a lemma:
Lemma: Let vy,...,v, €V, e1>--->e, > 1;
mry, =p9 1<j<y;p=z—¢

Also pel’lvl, o ,pew’lv7 are LI. Then

fivr+--+ fruoy =05 fi,..., f € Fla]
= p9f; 1<j<n.

PROOF: (induction on eq)
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Firstly, consider e; = 1. Then
e =ey=--=ey, =1

Now mrp,; = p% and

p6171v17 e Jpe“/ilv’y
are LI, so v1,...,v, are LI. So assume
flvl+"’+f'yv'y:0 flv"')f’YEF[x]‘ (7)

and by the remainder theorem

fi=(z—c)gj + fi(c). (8)
Thus
fivi = qj(x —c)vj + fi(c)v;
fi(e)v;.
So (7) implies
filevr +--+ fy()vy(c) = 0
= filec) = 0 Vi=1,...,y

and (8) implies
(@—c) [ f;j  Vj
which is the result.
Now let e; > 1 and assume the lemma, is true for ey — 1. If

MTw; = P
pr o, ,10‘3”’11)7 are LI,
and fivi+---+ fyuoy =0 9)
as before, we have
filpvr) + -+ + f(pvy) =0 (10)
ej—l.

where M7 pu; =P
Now let § be the greatest positive integer such that es > 1; i.e.
es+1 = 1, but es > 1. Applying the induction hypothesis to (10),
in the form

filpv) + -+ fs(pvs) =0
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we obtain
pEj_1|fj ijl,...,é,

SO we may write

f] = pEj_lgj7
(where if g; = f; if j > ). Now substituting in (9),
glpel_lvl +o 97p67_17}7 =0. (11)

But
Mo =1y, = P
so (11) and the case e; = 1 give
plg; Vi,
as required.
A summary:

Ifmp=(x—c)?... (x—c)bt = plfl ...pY, then there exist vectors v;;
and positive integers e;; (1 <i<t, 1<j <7;), where v = v(T — ¢ily),
satisfying

bi = €41 2 tee Z ei’yia mT,’UZ’j = pfl]
and
t v
V=BPer,
i=1 j=1
We choose the elementary Jordan bases
ﬁi]’ : Vij, (T — Cilv)(vij), ceey (T — Cifv)eij_l(vij)
for CT,vij- Then if

t v
s=JU 8

i=1j=1
(G is a basis for V and we have
t Y
= @D =1
i=1 j=1

A direct sum of elementary Jordan matrices such as J is called a Jordan
canonical form of 7.
T =T4and P=[viy]...... |Uty, ], then

PlAP=J

and J is called a Jordan canonical form of A.
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