Section 6.3
4 -3

1. Let A= { 1 0 ] . Then A has characteristic equation A2 — 4\ +3 =0

or (A—3)(A—1) =0. Hence the eigenvalues of A are \; =3 and Ay = 1.
A1 = 3. The corresponding eigenvectors satisfy (A — A\112)X =0, or

=

or equivalently x — 3y = 0. Hence

3

and we take X = 1

Similarly for Ao = 1 we find the eigenvector X5 = [ 1 ]

31

Hence if P = [X;|X32] = [ 11

} , then P is non—singular and

30
-1 .
pan[10].
Hence

o [3 07,
a=rfs Ve

and consequently

no__ 3" 0 -1
w30
31 30 )1 1 —1
- 11 0O 1|2 -1 3
_ o 1p3mt g 1 -1
20 3 1 -1 3
_ 1 3n+1_1 _3n+1+3
2| 31 —3" 43
3n—1 3—3"
= A L.
2 Tt b
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2. Let A = [ g?g leg ] . Then we find that the eigenvalues are A\ = 1 and
A2 = —1/5, with corresponding eigenvectors

2 -1
X1:|:1:| and X2:|: 1:|
Then if P = [X]|X32], P is non-singular and

P‘lAP:[l 0 ] and A:P[l 0 ]P—l.

0 —1/5 0 —1/5
Hence
R T
Hp[ég]P—l
- [T 10 o5 2]
-5t
SURRE

3. The given system of differential equations is equivalent to X = AX,

where
3 -2 T
4[] wa x=[7)
. 2 11, . . .
The matrix P = 51|82 non-singular matrix of eigenvectors corre-

sponding to eigenvalues A\; = —2 and Ay = 1. Then

., [-20
par-[2 0]

The substitution X = PY, where Y = [z1, y1]?, gives

. [ -2 0
e
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or equivalently 1 = —2x; and 31 = 1.
Hence z1 = x1(0)e™2" and y; = y1(0)e’. To determine z1(0) and y1(0),
we note that

z1(0) | p-l z(0) | _ 1 1 -1 131 |3
y1(0) | y©0) | 3| -5 2 21 | 7|
Hence 21 = 3e~2 and y; = 7e!. Consequently

r=2x +1y =6e 2 +7 and y=>5x 4y =15e 2 4 Tel

4. Introducing the vector X,, = [ n ] , the system of recurrence relations

Yn
Tpt1 = 3Tp —Yn
Yn+tl = —Tp+ 3Yn,
3 -1
becomes X, +1 = AX,,, where A = { 1 3 } Hence X,, = A" X, where
1
Xp = 5

To find A™ we can use the eigenvalue method. We get
b QN AN QN _yn
- 9 QN _gn  9n + qn
Hence
[ 2” + 4" 1
— 4" 2” + 4” 2
[ 4n 4 2(2n — 4m)
| 27" =47 202" +47)
[3x 2" — (3 x 2 —4m)/2
3><2"+4n (3 x 2" +4)/2

N~ N~ N

Hence z, = 1(3 x 2" —4") and y, = 3(3 x 2" +4").

b . . .
5. Let A= CCL d ] be a real or complex matrix with distinct eigenvalues

A1, A2 and corresponding eigenvectors X1, Xs. Also let P = [X7|X5].

(a) The system of recurrence relations

Tny1 = arp + by,
Ynt1l = CTp +dyn
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has the solution
Tn, n| To A1 0 —1>n [ xo ]
= A = (P P
[ Yn ] { Yo } ( [ 0 A ] Yo
A0 T

- P 1 P—l |: 0 :|
[ U ] Yo

_ AT 0 o

- wabal |4 ][]

[X1|Xo] [ igg

B

(b) In matrix form, the system is X = AX, where X = [ Zj ] . We substitute

:| = )\?OtXl + )\gﬂXQ,

where

X = PY, where Y = [z1, 11]'. Then
X = PY = AX = A(PY),
SO

Y:(PlAP)Y:[/\Ol inﬂ

Hence 1 = A1x1 and 41 = A2y1. Then

z1 =21(0)eM" and  y; = y1(0)e".

o l=r 1o |

o = el = 15 ]

Consequently z1(0) = a and y;(0) = 8 and

i A1t
MR

ae™Mt X + B Xy,
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a b
6. Let A= [ e d
and X\ = a—1ib, with corresponding eigenvectors X = U+iV and X = U—iV,
where U and V are real vectors. Also let P be the real matrix defined by
P = [U|V]. Finally let a + ib = re®, where r > 0 and 0 is real.

] be a real matrix with non—real eigenvalues A = a + ib

(a) As X is an eigenvector corresponding to the eigenvalue A\, we have AX =
AX and hence

AU +iV) = (a+ib)(U+iV)
AU +iAV = aU — bV +i(bU + aV).

Equating real and imaginary parts then gives
AU = aU-bV
AV = bU +aV.

(b)

AP = A[U|V] = [AU|AV] = [aU—bV [bU+aV] = [U|V] [ = 2 } = P{ ?

Hence, as P can be shown to be non—singular,

plap—| @0
—b a |’

(The fact that P is non—singular is easily proved by showing the columns of
P are linearly independent: Assume xU + yV = 0, where x and y are real.
Then we find

(x+iy)(U—=iV) + (z —iy)(U +1iV) = 0.

Consequently x+iy = 0 as U —iV and U+iV are eigenvectors corresponding
to distinct eigenvalues a — ib and a + @b and are hence linearly independent.
Hence x =0 and y = 0.)

(c¢) The system of recurrence relations

Tpy1 = aTp+ by,

Yn+1 = anJden
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has solution
-]
Yn Yo
. a b " -1
- e[

T
Y

_ P[ r cosf rsin@]
—rsinf rcosf

]

0

[5]
p

W[ cos® sind 1" [

= b [—sin& Cosﬁ] [ﬂ]

cosnf sinnd } [ «o ]

—sinnf cosnf I}

acosnb + Bsinnd }

= UV [

—asinnf + § cosnb
= 7" {(acosnb + Bsinnh)U + (—asinnd + Bcosnh)V'}
= 1" {(cosnb)(alU + V) + (sinnh)(BU — aV)}.

= UV [

(d) The system of differential equations

@ b
a T
d

d—i = cx+dy

is attacked using the substitution X = PY, where Y = [x1, 11]*. Then

Y = (P 'AP)Y,

HEERH

Equating components gives

SO

1 = azr1+ b
yl = —b$1+ay1.

Now let z = x1 + ty;. Then
=21+ = (axl + byl) + i(—b:(;l + ayl)
= (a—1ib)(x1 +iy1) = (a —ib)z.
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Hence
z = z(O)e(“*ib)t
w1 +iy1 = (21(0) +iy1(0))e™(cos bt — isinbt).
Equating real and imaginary parts gives

r1 = e {x1(0)cosbt + y1(0)sin bt}
y1 = e {y1(0)cosbt — x1(0)sinbt} .

Now if we define o and [ by

=l ]

we see that o = x1(0) and 8 = y1(0). Then

MR
Y B Y1
B e (o cos bt + B3sin bt)
= [OWV] [ e (B3 cos bt — asin bt) ]
= e"{(acosbt + Bsinbt)U + (B cosbt — asin bt)V'}
= e"{cosbt(aU + BV) +sinbt(BU — aV)}.

7. (The case of repeated eigenvalues.) Let A = [ Z Z ] and suppose that

the characteristic polynomial of A, A2 — (a +d)\ + (ad — bc), has a repeated
root . Also assume that A # als.

(i)
M —(a+dM+(ad—be) = (A—a)?
A2 — 20\ + o,
Hence a + d = 2« and ad — be = o2 and
(a+d)? = 4(ad—bc),
a?+2ad+d®> = 4ad— 4be,

a® —2ad + d?> + 4bc = 0,
(a —d)? +4bc = 0.
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(ii) Let B — A — aly. Then

B?=(A—-al)? = A%2-2aA+ d?I,
A? — (a+ d)A + (ad — be) Iy,

But by problem 3, chapter 2.4, A? — (a + d)A + (ad — bc)Iz = 0, so
B?=0.

(iii) Now suppose that B # 0. Then BE; # 0 or BE, # 0, as BE; is the
i—th column of B. Hence BXs # 0, where Xo = Ey or Xo = Es.

(iv) Let X; = BXy and P = [X;|X32]. We prove P is non-singular by
demonstrating that X; and X are linearly independent.
Assume X1 + yXo = 0. Then

tBXo+yXo = 0

B(xBX2+yX2) = B0=0
tB?’Xy +yBXy, = 0
20X9+yBXe = 0
yBXy, = 0.

Hence y = 0 as BX5 # 0. Hence xtBX2 = 0 and so x = 0.
Finally, BX1; = B(BX3) = B?X3 =0, so (A — al3)X; =0 and

AX1 = aXl. (2)
Also
X1 = BXQ = (A - a[2)X2 = AXQ - Ong.
Hence
AXo = X1 + aXs. (3)
Then, using (2) and (3), we have
AP = A[X1|Xs] = [AX1]|AXY]
= [aX1|X1 + OzXQ]
a 1
= [X1|X2] [ 0 a ]
Hence
a 1
ar=r|o 1]
and hence
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plap—| @ 1
0 ol

8. The system of differential equations is equivalent to the single matrix

equation X = AX, where A = [ j _é ]

The characteristic polynomial of A is A2 — 12X + 36 = (A — 6)2, so we
can use the previous question with o = 6. Let

B:A-%:[_Z _;]

4 0
P = [X1]|X3], we have

ThenBng[_z];é[0],ifX2:[é].AlsoletXlzBXg. Then if
14p |61
P AP_[O 6 |-

I

Now make the change of variables X = PY, where ¥ = [ ] . Then

L [6 1
Y =(P AP)Y_[O G]Y,

or equivalently 1 = 6x1 4+ y1 and y; = 6y1.
Solving for y; gives y; = y1(0)e. Consequently

41 = 61 + y1(0)e®.
Multiplying both side of this equation by e~5 gives
d, _ —6t _
%(e Or1) = e %% —6e %z = 41(0)
e Oz = y(0)t+c,
where c is a constant. Substituting ¢ = 0 gives ¢ = x1(0). Hence

e %z = y1(0)t 4 21(0)

and hence
21 = " (y1(0)t + 21(0)).
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However, since we are assuming z(0) =1
o] = [

1 0 —1 1

" [ —4 -2 ] [ 1

Hence 21 = €% (3t + 1) and y; = 3e5.
Finally, solving for z and y,

M

Hence x = €5 (1 — 3t) and y = €% (6t + 1).

9. Let

1/2 1/2
1/4 1/4
1/4 1/4

A:

0
1/2
1/2

y(0), we have

E

}:

(a) We first determine the characteristic polynomial ch4(\).

B

A—1/2 —1/2 0
cha(\) = det(Mz—A)=| —1/4 A—1/4 —1/2
—1/4  —1/4 A—1/2
= (A-2)| T T s T T
= ) 0D 0) s fs 0
()3

|

)_

1

8

|



5A 1
— 2_ 74z
= a(e-2a)

— AA=1) (A—i).

(b) Hence the characteristic polynomial has no repeated roots and we can
use Theorem 6.2.2 to find a non—singular matrix P such that
1
) Z)
We take P = [X;|X2|X3], where X1, X2, X3 are eigenvectors corresponding

to the respective eigenvalues 1, 0, %.
Finding X;: We have to solve (A — I3)X = 0. we have

P1AP = diag(1, 0

~-1/2  1/2 0 10 -1
A-I=| 1/4 =3/4 1/2|—=]0 1 -1
/4 1/4 —1/2 00 0

Hence the eigenspace consists of vectors X = [z, y, z|* satisfying r = 2 and
y = z, with z arbitrary. Hence

z 1
X = =z 1
z 1

and we can take X1 = [1, 1, 1]°.
Finding Xo2: We solve AX = 0. We have

1/2 1/2 0 1 10
A=|1/4 1/4 1/2 | —- |0 0 1
1/4 1/4 1/2 0 00
Hence the eigenspace consists of vectors X = [z, y, z|' satisfying = —y

and z = 0, with y arbitrary. Hence

—y 1

X = y | =vy 1

0 0

and we can take Xy = [—1, 1, 0]".
Finding X3: We solve (A — 1I5)X = 0. We have

1/4 1/2 0 10 2
A= lz=11/4 0 1/2 =101 -1
1/4 1/4 1/4 00 0

75



Hence the eigenspace consists of vectors X = [z, y, z|' satisfying + = —22

and y = z, with z arbitrary. Hence

—2z -2
0 0
and we can take X3 = [-2, 1, 1]
1 -1 -2
Hence we can take P = | 1 1 1
1 0 1
(c) A = Pdiag(1, 0, 1)P~! so A" = Pdiag(1, 0, )P~
Hence
1 -1 -2 1o o7, 11
A" = |1 1 1 0.0 0 |2
1 0 1 00 4 -1 -1
r 2
(10— 1 1 1
10 & -1 -1 2
r 2 2 4
) 1+? 1+? 1—4;
B B
Ll 1z 1+4
TREER! ) 2 2 —4
= g| !l i+gm| -t -1 2
111 ' -1 -1 2
10. Let
5 2 -2
A= 2 5 -2
-2 -2 5

(a) We first determine the characteristic polynomial ch ().

2
cha(\) = | -2 A—5 2
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A—5 =2 4

C3—-C3—-Cy = (A=3)| =2 A=5 —A+7
0 1 0
A—=5 4
A=y gy
—A=3){(A=5)(=A+T7)+8}
—~(A=3) (=A% + 51+ T\ —35+8)
—(A=3)
—(A=3)

(

>/
OO

(—
= —(A=3)(=A\?+12)\—-27)
= —(A=3)(-1)A=3)(A-9)
= (A=3)(A-9).

We have to find bases for each of the eigenspaces N(A—913) and N(A—3I3).
First we solve (A — 3I3)X = 0. We have

2 2 =2 11 -1
A =313 = 2 2 -2|—-=(100 0
-2 =2 2 00 O
Hence the eigenspace consists of vectors X = [z, y, 2] satisfying x = —y+2z,
with y and z arbitrary. Hence
—y+z -1 1
z 0 1
so X1 = [-1,1,0]" and X5 = [1, 0, 1]* form a basis for the eigenspace
corresponding to the eigenvalue 3.
Next we solve (A — 9I3)X = 0. We have
-4 2 =2 1 01
A—9]3= 2 4 -2 | —-|011
-2 -2 -4 0 00
Hence the eigenspace consists of vectors X = [z, y, z|' satisfying z = —2
and y = —z, with z arbitrary. Hence
—Zz —1
X=|—-2|=2z| -1
z 1
and we can take X3 = [—1, —1, 1]* as a basis for the eigenspace correspond-

ing to the eigenvalue 9.
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Then Theorem 6.2.3 assures us that P = [X]X2|X3] is non-singular and

PlAP =

S O W

0
3
0

o O O
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